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Abstract confidence. Fusion at simbol level allows the
information to be effectively combined at the highe

When scene contains objects that are on differepttd 1€vel of abstraction. The choice of the appropriatel

of focus, display all areas of the picture verylvigh't ~depends on many different factors such as dateespur
possible. Combining information from multiple image @Pplication and available tools. o

of the same scene into image with better descripgio ~ 'mage fusion is becoming very popular in digital
the scene than any of the individual source imaghs, iMage processing, so numerous multifocus imagenusi
techniqgue of multifocus image fusion has beedlgorithms hgve_been proposed in recent years.eTher
attracting more attention in the field of digitahage ~aré many aplications that as results have betteoose
processing in last decade. In this paper, noveRl-in-focus® image today. An image fusion method
multifocus image fusion algorithm based on complk@sed on segmetation region using DWT is propoged b
Empirical Mode Decomposition is proposedauthors [2]. Multifocus image fusion sheme based on
Experimental results show that the proposed nov#{avelet packet transform (WPT) that generalizes the
method for image fusion is more effective then roth&liscrete wavelet transform and provides a moreffikex

multifocus image fusion methods based on EMD. tool for the time-scale analysis of data is propose
[3]. Also, there are algorithms that uses spatial

ducti frequency and genetic algorithm and they combines
1 Introduction image fusion at pixel and feature level [4]. A $plat

Multifocus image fusion is challenging task in thedomain and frequency domain integrated approach to
area of digital image processing and as a resalfdiia  fusion multifocus images is proposed in [5]. _
in-focus” image that integrate complementary and. Contrast to the many methods for image fusion,
redundant information from multiple images. Impatta EMPirical Mode Decomposition (EMD) is intuitive and

aoplications of image fusion include medical imagin direct method for signal decomposition. It is natuo
PP 9 &N consider EMD with more or less modifications foe th

remote sensing, computer vision, and robotics. Als‘broblem of heterogeneous image fusion. Existing
image fusion is of particular importance in modermyp|ytions that use complex EMD for complex signal
microscopy where the resolution is compromisedhigy t decomposition on Intrinstic Mode Functions (IMFagla
limited depth of focus. make multifocus image fusion is proposed by autlvors
Image fusion is the process of combinindl], [6]. In this paper, the modification of the sieibed

information of two or more images of a scene into 4nage fusion algorithm in [1] is made to increat® |
highly informative image that contains more€fficientcy, speed of execution, simplicity and
information then any other orginal image. That imag'oPustness of the parameters is proposed. Efferisse

: S . . of the proposed algorithm is tested and compared wi
contains all significant informations from multfacu

) S ..~ other methods on set of grayscale and color images.
images that are result of compatibile sensors feratit This paper is organized as follows. In section 2 a

depth of focus the same sensor. The actual fusiqyiet jescription of the Empirical Mode Decompasiti
Process can be pe_rformed at different Ievels_ od)r_mf is given, while section 3 describes its applicagion 2D
mat|_0r_1 representaﬂon [2]. A common categorizai®n signals. Also, in section 3 the fusion of multifscu
to d|St|ng|sh between: images using EMD in order to creatall-in-focus"
1) pixel level, image is described. Section 4 provides a comparativ
2) feature level, analysis of the proposed algorithm with other

3) Symbo' IeveI.. . algorithms that use EMD, while section 5 is conidas
Image fusion at pixel level means fusion at thedstv

processing level referring to the merging of meegur . .
physical parameters. This fusion method is alsoskno 2 Empirical Mode Decomposition

as nonlinear fusion method. Fusion at feature lev ' Empirical Mode Decomposition is a fully adaptive
requires feature extraction prior, to identifyemag for decomposing nonlinear and nonstacionary

cr;]ar?ct_erist_icshsucg as dsize, ﬁhape, contragtsmmm. signals. EMD adaptively decomposes a signal into a
The fusion is thus based on those extracted feaand fnire set of AM/FM modulated components called

enables the detection of useful features with highqiinsic Mode Functions. By definition, an IMF &
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function of which the number of extrema and thg Multifocus | mage Fusion
number of zero crossings differ by at most one, tied ] ] )
mean of the two envelopes associated with the local 't 1S well known that images with sharp edges
maxima and local minima is approximately zero. Th€ontain more information than the blurred images.

EMD algorithm decomposes the sigaét) as follows:

Step 0: Initializerg=2z,i=1.

Step 1: Extract tha-th IMF as follows:

1) SEhj_i =T, J =1,

2) Identify all local maxima and minima gf,
and construct upper envelopg,, of the maxima
and lower envelopgnm,of the minima ohy;.

3) Calculate a mean value of upper and lo

envelope asn = (Unax + Unin)/2, and establish the

candidate for IMF ak;= h;;—m.

4) If resulting signahy is in accord with IMF
criteria, it becomes an IMF. Otherwise, get j +

1, and repeat the process 2) and 3) as long; as

becomes IMF, ielMF;=h;.

5) Calculate residuum=r;, - IMF, i =i+ 1,

and the procedure b) — d) is applied iteratively

obtain all the IMFs

wer

to

EMF results with mIMF and residuumr, and
decompose signalt) as:
m

z=> IMFi +r1| (1)

i=1

Fig. 1 shows decomposition signXl on IMFs,
whereX denotes input signalMF,.;denotes IMFs, and

IMF4 is residuum of EMD process.
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Figure 1: Decomposition of input signdlon intrinstic mode

functions (IMFs)using EMD algorithm.
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When capturing image for objects in differences
distance, it is not possible to display the pictafeone
scene in which all areas are sharp, because of the
limited depth of the focus. Then, just object ie ttepth

of focus is well focused, while regions in front afd
behind depth of focus is blurred. To solve thishbem,

the camera can be focused on each object respggctive
and then obtain clear image using image fusion
technique. Image fusion technique for two input ges

A andB uses complex EMD as follows [1]. The rows of
each of the images are concatenated so as to @cinstr
two vectors ¥; andv,) and, using complex EMD, the

complex vectorV =V, + j[V,is decomposed intd/

complex IMFs. Sparating the IMFs into their realan
imaginary components and reconverting each into the
original 2D form gives a set & scale images of both
andB, denoted by andB; fori =1,2,...,M(Fig. 2).

The fused imagE is then given by

M
F(xy) =X [a (6 Y)A (xY)+ B, (xy)B (xy)] (@)

i=1
where(x,y) denotes the spatial location in the image and
a,(xy) and B(xy) are weighted coefficients which

satisfy a,(x,y)+B(xy)=1. The values for the

coefficients are determined by comparing the local
variance for each scale at each location as:

alxy)=0 if  varfA(xy}-varB(xy}<-¢
alxy)=05 if |arfA(xy}-varB(xyl<e @
a(xy)=1 if var{A(xy}-varB(xy}>¢

where £>0, and wherevar(Ai(x,y)) denotes the local
variance afx,y) for A;.
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Figure 2: Proposed framework for the simultaneous
decomposition of two images by autors.

In this paper, in order to avoid the whole procafss
decomposition of the input images using complex EMD
as proposed in [1], their results obtained at all
decomposition levels is analyzed in detail. It was
observed that thé; and B, decomposition levels carry
the most information about areas of good image $pcu
and it could be concluded that the first IMF congai



information about the highest frequencies withie th  When weights coefficients on thé lecomposition
signal X (Fig. 1). Also, it was concluded that thislevel is calculated, they used for mask creatingt th
information can be used to calculate the weightsontains only 3 pixel values: 0, 0.5, 1 (Fig. 4®))xel
coefficients only on the first decomposition lewehder value 1 in image mask denoted that algorithm take
which form a mask for image fusion, without furthercorresponding pixel from first input image, pixellve
computation IMFs and weights coefficients at lowef denoted that corresponding pixel is from secaonpadit
decomposition levels. New algorithm would accekeratimage, and value 0.5 denoted that correspondingl pix
the image fusion process, because it doesn't reqh@ value on fused image is average value of two input
computation of A and B; and all the weights images pixels.

coefficients, but onlyA; and B; and the weigths
coefficients on the first level (Fig. 3).
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Figure 3: Proposed framework for the simultaneous
decomposition of two images.

Pixel variance is calculated using all neighbor
contained within the window on spatial location2b
image matrix, whereN determines the window size. [§
Because of that, can be expected the window sine ¢ =~

influence on corresponding coefficients (x y) and
Figure 5: Image fusion - a) First input image, by&hd

B(xy) in al M scale images. This influence is" _ , , 9 K

Y ) ) . inputimage, c) Fused image using algorithm in §f}],
particularly evident at lower images decomposition Fused image using proposed algorithm.
levels, so we can expect that the proposed algorith :

simplification will be robust on these changes toae
that uses all decomposition levels for image fousio
Also, the value of the parametes affects the
determination of weights coefficient. As a resuft o
these deficiencies, fused image in the algorithm
proposed in [1] can contain texture that do nostean
any of the input images. This is completely avoidted
the proposed image fusion algorithm, because thekma
is applied to the orginal, input images, not to the
decomposed images, which is another new algorithm
advantages.

e)
Figure 6: a), b), d), ) Two scene images withedéht
depth of focus, c), f) Fused images using new élyor

4 Comparative Analysis

To demonstrate the efficiency of the algorithm,
regardless of the scene that is shown in the gsfuthe
proposed algorithm for image fusion is tested on a
group multifocus grayscale and color images of

) d)
Figure 4: a) and b) Input images with different ttheqf
focus, c) Mask, d) Focused image using proposed
algorithm.
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different motives. Image fusion success of allvafe 5 Conslusion
information in one,all-in-focus* image is shown in

Fig. 4-8. In Fig. 5, we can see the benefits ef lew In this paper a new algorithm for image fusiondshs

; : : n complex Empirical Mode Decomposition in order to
algorithm compared with algorithm proposed by th%reate,,all-in-focus“ image is proposed. Adventages of

authors in [1], because its avoided the potentig)onaged algorithm is shown on set of images, and
distortion of the fused image, noted as appeararfice resyits is compared with results of algorithms thiab
nonexistent texture. Also, new algorithm is robost uyse complex EMD for image fusion. With the new
parameters like and window sizé\, while algorithm in algorithm the possibility of a nonexistent texture
[1] isn't. Needing to compute only one level offused_ image is avoided, Whi|e_ it _didn't case irstfi
decomposition (IME) speeds up the process of fusion irflgorithm. Also, the new algorithm is performedtéais
proposed algorithm as compared with complef@n the first one, because -calculations all

algorithm in [1]. Thus, for example, picture of telaes decomposition levels of images isn't required, and
A LT .~ image mask is created based on only first decoriposi
with different depth of focus shown in Fig. 6b)etiatio o] “Which parts of the original images will bged to

of speeds initial and the modified algorithm is.419is  {5rm a focused image is decided based on the mask.
suggests that the new algorithm performed fasten th

the first one for 4.9 times, and approximately shene .

ratio of fusion speed other images from the databas LIterature
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c)
Figure 8: a) and b) Input images with different ttheqf
focus, c) Fused imge with proposed algorithm.



