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Abstract—Meter to submeter resolution satellite images have
generated new interests in extracting man-made structures in the
urban area. However, classification accuracies for such purposes
are far from satisfactory. Spectral characteristics of urban land
cover classes are so similar that they cannot be separated using
only spectral information. As a result, there is an increased interest
in incorporating geometrical information. One possible approach
is the use of morphological profiles (MPs). In this paper, we intro-
duce two improvements on the use of MPs. Current approaches
use disk-shaped structuring elements (SEs) to derive an MP. This
profile contains information about the minimum dimension of
objects. In this paper, we extend this approach by using linear
SEs. This results in a profile containing information about the
maximum object dimension. We show that the addition of the
line-based MP gives a substantial improvement of the classification
result. A second improvement is achieved by using “partial mor-
phological reconstruction” instead of the normal morphological
reconstruction. Morphological reconstruction is commonly used to
better preserve the shape of objects. However, we show that this
leads to “over-reconstruction” in typical remote sensing images
and a decreased classification performance. With “partial recon-
struction,” we are able to overcome this problem and still preserve
the shape of objects.

Index Terms—Classification, high-resolution imagery, mathe-
matical morphology, urban areas.

I. INTRODUCTION

R ECENT advances in Earth observation technology have
led to an increased availability of data products at very

high spatial resolutions. These may open up new areas in the
application of satellite imagery. Land-use mapping in complex
settings such as urban and suburban environments is one of
the domains for which the new very high resolution (VHR)
data will offer new possibilities. Of particular interest herein
is the detection and identification of a variety of man-made
structures such as roads and buildings. The difficulty of using
VHR imagery such as IKONOS and QuickBird is that the
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classification accuracy for such purposes is far from satisfac-
tory [1]. Spectral characteristics of urban land cover classes
such as road surfaces, parking lots, and open areas are so similar
that they cannot be separated using only spectral information.
As a result, there is an increased interest in incorporating
geometrical information in image classification.

Automated land-cover classification can be accomplished
using either pixel-based or object-based approaches [2]–[4].
In [5], both approaches are combined. Pixel-based methods
classify each pixel individually, whereas object-based methods
first group together pixels in a meaningful way by image seg-
mentation. The object-based approach provides a straightfor-
ward method to incorporate geometrical information. Different
shape characteristics of objects can easily be calculated on
the segments. However, the segmentation process is a very
difficult task. Good parameters for the process highly depend
on the image data and the classification task [4]. In pixel-based
approaches, it is less straightforward to incorporate geometrical
information. Consequently, most pixel-based approaches only
rely on spectral and possibly textural information. However,
recently, some attempts were made to derive per-pixel shape
information. In [6], a length–width extraction algorithm is pro-
posed. In [7], a pixel shape index is introduced, which measures
the gray similarity distance in every direction. These methods
are extended in [8] to a structural feature set.

Another possibility to incorporate geometrical information is
the use of mathematical morphology [9]–[11]. Image features
defined by their morphological characteristics are reportedly
useful to improve accuracies in urban classifications using VHR
data. In [12] and [13], a multiscale approach is used. Mor-
phological profiles (MPs) are generated from a panchromatic
image. An MP is a composition of morphological openings
and closings with increasing size of the structuring element
(SE). Each opening and closing results in a transformation of
the original image in which objects smaller than the SE are
deleted. As such, the MP carries information about the size and
the shape of objects in the image. In [14], an extended MP is
proposed for hyperspectral images.

In the current literature [12], [13], the MP is based on open-
ings and closings with disk-shaped SEs. This results in an MP
carrying information about the minimum dimension of objects.
However, to distinguish between typical buildings (rectangles)
and roads (linear shaped), one also needs information about the
maximum dimension. Therefore, we introduce the use of an MP
based on linear SEs or a directional MP. Using both a disk-
based and a directional MP improves the classification result
substantially. Directional morphological openings and closings
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have been successfully used for road detection in [15] and [16].
However, these papers only use a single scale.

Classical morphological openings and closings degrade the
object boundaries. Consequently, a classification based on MPs
will show problems near borders of objects. To overcome this
problem, a process called reconstruction [9] is generally used.
Informally, this process aims at reconstructing the original
shape of objects of which at least one pixel is not deleted in the
opening or closing. While reconstruction has become a standard
practice (see, e.g., [12] and [13]), we show in this paper that
reconstruction leads to some unexpected and undesirable results
for remote sensing images, and it is often better not to use
it. The problem could be described as “over-reconstruction,”
meaning that objects we would expect to have disappeared at a
certain scale remain present when using reconstruction. We will
also present a new method called “partial reconstruction” based
on geodesic transforms [17]. This method solves the problem
of over-reconstruction while preserving the shape of objects as
much as possible.

This paper is organized as follows. Section II explains the
basic operations in mathematical morphology and introduces
the use of MPs for describing geometrical information in
VHR satellite images. Section III describes the reconstruction
process as well as the problem of over-reconstruction. A so-
lution for this problem, “partial reconstruction,” is proposed
in Section IV. Experimental classification results are given in
Section V, and the conclusions are in Section VI.

II. MATHEMATICAL MORPHOLOGY

Mathematical morphology [9], [11] is a popular tool in image
processing and can be used in very diverse tasks such as feature
detection, image segmentation, image denoising, image sharp-
ening, and many more. Successful applications of mathematical
morphology in remote sensing image processing can be found
in [10]. In this section, we will give a short introduction to the
morphological operations which are important for the remain-
der of this paper (for a more formal and detailed description of
mathematical morphology, we refer to [9] and [11]).

Many morphological operators exist. One of them, the open-
ing, is of particular importance for this paper. In a binary image,
where ones are foreground pixels and zeros are background pix-
els, an opening erases all objects in which a certain SE does not
fit. This SE can have an arbitrary size and shape. Typical shapes
are disks and lines. In gray-scale images, the behavior of an
opening is similar, but now, the gray-scale value of a pixel is in-
terpreted as the fuzzy membership value of that pixel belonging
to the foreground (high gray-scale values) or to the background
(low gray-scale values). An opening thus results in a new image
where small bright objects (compared to their surroundings) are
deleted. This means that they get assigned the gray-scale value
of their surroundings. Dark objects are left unchanged. The dual
operation of the opening is the closing. This operator reverses
the interpretation of gray-scale values and thus removes small
dark objects and leaves bright objects unchanged.

Note that we use the term object as an informal and
vague term to clarify to the reader the behavior of the different
operators on remote sensing images. In reality, however, open-

Fig. 1. (a) Image and its closings with disk-shaped SEs of sizes (b) R = 3
and (c) R = 6. Objects with a width smaller than 2 · R are deleted from the
image. As a side effect, borders of objects are smoothed.

Fig. 2. Three closings with linear SEs of length L and different orientations.
Dark objects with small dimensions in all directions are removed in every
closing. Dark objects with a large dimension in at least one direction remain vis-
ible in some closings. (a) L = 25, θ = 0. (b) L = 25, θ = π/4. (c) L = 25,
θ = π/2.

Fig. 3. Minimum of closings with linear SEs for three different lengths. Ob-
jects are filtered out if their maximum dimension is smaller than L. Rectangular
objects with length smaller than L and diagonal size larger than L are partly
removed. (a) L = 15. (b) L = 25. (c) L = 35.

ings and closings are local operators which act on pixels and
their neighborhood. There is no explicit notion of objects. As a
result of this, an opening (and, similarly, a closing) not only
removes certain objects but also deforms objects. Therefore,
the result of an opening or closing for a certain pixel also
depends on the location of that pixel in the object. As a good
classification result would assign each pixel of an object to the
same class, this behavior should be avoided. Solutions for this
problem will be discussed in Sections III and IV.

A. Disk-Shaped SE

As mentioned, different shapes can be chosen for the SE. A
very common shape is a disk with a radius R. Fig. 1 shows an
image and two closings with disk-shaped SEs of different sizes.
Objects with a width smaller than 2 · R are deleted from the
image. Closings and openings with disk-shaped SEs thus act on
the minimum dimension of objects. Aside from deleting certain
objects, the objects are also deformed. With disk-shaped SEs,
the corners of rectangular objects are rounded. This rounding
is small for small SEs and increases with its size. The distance
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Fig. 4. Closings with disk-shaped SEs of increasing size. As the size increases, more and more objects disappear depending on their minimum dimension. The
blobby effect is caused by the smoothing of object boundaries. (a) Original. (b) R = 5. (c) R = 10. (d) R = 15. (e) R = 20.

Fig. 5. Minimum of closings with linear SEs of increasing size. Objects disappear at scales corresponding to their maximum dimension. Roads remain visible at
high scales, whereas buildings disappear at rather low scales. (a) Original. (b) L = 33. (c) L = 65. (d) L = 97. (e) L = 129.

Fig. 6. (a) Image with simple structures, (b) a closing of the image, and
(c) the reconstruction of the closing. The shapes of the objects are well
preserved, whereas small objects still disappear.

from the original corner to the closest point of the pixel that was
not removed equals (

√
2 − 1) · R.

B. Linear SE

Aside from the disk-shaped SEs, we can also use linear
SEs [18]. A line has a certain orientation θ and length L, i.e.,
the Euclidean distance between the two endpoints of the line
(rounded off). Fig. 2 shows three closings with linear SEs of
length L and different orientations using the original image in
Fig. 1(a). A pixel is deleted if there exist no line of length L
and orientation θ that goes through that pixel. This means that
an object that is smaller than L in the orientation θ is removed.
Objects which are smaller than L in all directions are removed
from all these openings or closings. Therefore, the maximum
of all openings with a linear SE of length L and different
orientations (analogously the minimum of all closings) removes
objects with a maximum dimension smaller than L. The number
of orientations used to determine this maximum of openings
should be chosen as high as possible, taking into account the
computation time. Because of the fast algorithm [19] that exists
for Bressenham lines, we can use a very dense sampling of
the orientations. In our case, we use �(1/2) · L · π� different
orientations. Note that the maximum dimension of a rectangular
object is not the length but the diagonal size. Objects with a

Fig. 7. (a) Image with simple but connected structures, (b) a closing of
the image, and (c) the reconstruction of the closing. The long narrow object
(∝ road) is removed in the closing, but reconstructed in the closing with
reconstruction, because of the connected broader object (∝ parking lot).

length smaller than L, but with a diagonal size larger than L,
are partly removed, beginning with the central pixels of the
object sides. Fig. 3 shows a number of these transformations
for different lengths L.

C. MP

By increasing the size of the SE, more and more objects are
removed. We will use the term scale of an opening or closing
to refer to this size. A vector containing the pixel values of
pixel x in openings and closings of different scales is called
the MP. The differential MP (DMP) is the vector containing
the differences between subsequent values in the MP. A large
value in the DMP at scale s is an indication of the presence of
an object of size s. The DMP thus contains information about
the size of objects. In [12], [13], and [20], the DMP has been
proven useful to segment and classify remote sensing images.

In current literature, the MP is based on openings and clos-
ings with disk-shaped SEs [12], [13]. An MP based on disk-
shaped SEs gives an indication of the minimum dimension of
objects. Fig. 4 shows the effect of closings at different scales
on an IKONOS panchromatic satellite image. As the scale
increases, more and more details disappear from the image.
Buildings and roads of similar width disappear at similar scales.
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Fig. 8. Four scales of the disk-based MP with reconstruction. The original shapes of objects are preserved. However, a lot of the removed objects reappear
because of the reconstruction. (a) Original. (b) R = 5. (c) R = 10. (d) R = 15. (e) R = 20.

Fig. 9. Close-up of four scales of the disk-based MP (a) without and (b) with reconstruction. Some objects, which a human would consider as separate objects,
are considered as a single object by the morphological reconstruction. As a result, small objects that we would expect to have disappeared are still present in all
scale of the closings with reconstruction. We pointed out some typical examples with white arrows.

Fig. 10. Extract of the IKONOS image. Applying reconstruction (c) to the
full image or (d) only to this extract results in two completely different images.
Consequently, an MP with reconstruction becomes very dependent on the
presence or absence of certain large objects. (a) Extract of IKONOS image.
(b) Closing disk R = 20. (c) Reconstruction in full image. (d) Reconstruction
in extract.

We also notice the blobby effect caused by the deformation of
objects.

In this paper, we propose the use of an MP based on linear
SEs in conjunction with the disk-based MP. Fig. 5 shows four
scales (minimum of closings) of the directional MP. Where in
the disk-based MP, buildings and roads disappear at more or
less the same scale, here, buildings clearly disappear at much
lower scales than roads. Together with the disk-based MP, the
line-based MP gives a good indication of linear and nonlinear
objects.

III. RECONSTRUCTION

A. Reconstruction—Over-Reconstruction

Aside from deleting objects smaller than the SE, openings
and closings also deform the objects. To preserve the shapes
of objects, one often uses reconstruction [21]. This process
reconstructs the whole object if at least one pixel of the object
survives the opening or closing. Two pixels are considered to
belong to the same object if in the original image (or mask)
they are connected. The image on which the reconstruction is
performed is called the marker. While the use of reconstruction
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Fig. 11. Minimum of closings with linear SEs of increasing size and with reconstruction. A lot of the buildings that disappeared in the MP without reconstruction
remain present in the MP with reconstruction. (a) Original. (b) L = 33. (c) L = 65. (d) L = 97. (e) L = 129.

Fig. 12. Partial reconstruction of a closing of an image with connected
objects. (a) and (b) When little reconstruction is applied, the corners are
smoothed. (c) With more reconstruction, all corners are reconstructed. (d) When
even more reconstruction is applied, connected objects start to influence each
other. (a) n = 0. (b) n = 2. (c) n = 4. (d) n = 16.

has become standard, we will show that it can lead to a reduced
classification performance. When dealing with an image where
objects have simple shapes, the benefit of the reconstruction
is minimal. For example, when an object has a constant width
(e.g., a rectangle), the whole object will disappear at the same
scale (except the corners, which will disappear at lower scales).
In a more complex shaped object with narrowings, some parts
of the object disappear at higher scales than others. In that
case, reconstruction will make sure that the full object behaves
as one. Typical remote sensing scenes contain mainly simple
shaped objects. However, these objects are arranged in a com-
plex manner: roads are connected to a lot of other objects, like
parking lots and buildings; shadows often connect nearby dark
objects, etc. These individual but connected objects are often
seen as a single object by the reconstruction process, which
consequently leads to a reduced classification performance.

Fig. 6 shows a closing with reconstruction on a simple image.
The shapes of the objects are well preserved, whereas small
objects still disappear. Fig. 7 shows a similar closing with
reconstruction. In this case, however, two objects are connected
through a narrow line. As a result, from a morphological point
of view, the two objects are now considered as a single object.
This is a typical example of what happens with roads and park-
ing lots or roofs in remote sensing images. While the long nar-
row object (road) is removed in the closing, it is reconstructed
afterward. This means that, in an MP, the road pixels will not
be characterized by the width of the road but by the width of
the largest connected object (possibly a parking lot or big roof).
Clearly, this will lead to poor classification performance.

B. MP With Reconstruction

Fig. 8 shows four scales of the disk-based MP. The blobby
effect in Fig. 4 is no longer visible. However, objects that
have clearly been deleted in Fig. 4 remain visible on all scales

in Fig. 8. The gray-scale values of small dark objects have
slightly changed, but the objects did not truly disappear. This is
even better illustrated in a close-up of the study area (Fig. 9).
In the image, we point out two objects we would expect to
disappear at a low scale but which are still present at the highest
scales. Apparently, the intuitive definition of an object used by
a human does not correspond with the definition of objects in
mathematical morphology. As a result, the disk-based MP with
reconstruction does not provide a realistic description of the
minimum dimension of “objects as perceived by humans.”

Fig. 10 shows an enlargement of a part of the image. Here, as
well, we see that objects that have clearly disappeared reappear
after the reconstruction. To further illustrate the problem, we
also applied reconstruction on only this small part of the image
instead of the full image. In this case, some larger objects
are no longer present in the image and cannot influence the
reconstruction process. When reconstruction is applied to the
full image, most of the structures in the image are still present.
When reconstruction is applied to only this extract, much more
structures are eliminated. Consequently, an MP with recon-
struction becomes very sensitive to the presence or absence of
certain large objects.

Fig. 11 shows four scales of a line-based MP with reconstruc-
tion. Here, as well, we notice the same phenomena. A lot of
the buildings that disappeared in the MP without reconstruction
remain present in the MP with reconstruction. Also striking are
the small differences between scales of the directional MP and
the small difference between the directional and the disk-based
MP. Apparently, the large dark objects that survive all disk- and
line-based closings reconstruct almost all objects in the image.

IV. PARTIAL RECONSTRUCTION

An MP with reconstruction clearly leads to some undesirable
effects. However, without reconstruction, borders are degraded
and shapes are deformed. In the ideal case, the borders would
be reconstructed, whereas individual objects are still considered
separate. This is not possible since it would have to auto-
matically separate the different objects perfectly in the first
place. As shown in the previous section, far away objects can
influence the result of the reconstruction for a certain pixel. An
improvement can be made by limiting the area of influence.

A. Definition and Implementation

To overcome the problem of over-reconstruction, we use
what we call partial reconstruction. In the reconstruction
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Fig. 13. Four scales of the disk-based MP with partial reconstruction. Objects do not reappear, whereas their shapes are better preserved. (a) Original. (b) R = 5.
(c) R = 10. (d) R = 15. (e) R = 20.

Fig. 14. Four scales of the line-based MP with partial reconstruction. Objects do not reappear, whereas their shapes are better preserved. (a) Original. (b) L = 33.
(c) L = 65. (d) L = 97. (e) L = 129.

process, a pixel is reconstructed if it is connected to another
pixel that was not deleted after the opening or closing. With
partial reconstruction, we add a second condition. Now, a pixel
is only reconstructed if it is connected to a pixel that was not
erased, and this second pixel lies within a certain geodesic
distance d from the pixel. The geodesic distance between two
pixels is the length of the shortest path between the two pixels
that lies completely within the object. If we would use the
Euclidean distance instead of the geodesic distance, a large
object could influence a large part of a smaller object if both
objects lie close to each other, even if the connection between
them is very narrow. By using the geodesic distance, only a
small area of the smaller object in the neighborhood of the
connection will be influenced.

The partial reconstruction as described in the previous para-
graph is actually exactly the same as a geodesic dilation [17]
of size d. The easiest and fastest way to implement this is
by doing d successive elementary geodesic dilations. This is
a dilation with an elementary SE followed by an intersection
with the mask. In gray-scale morphology, the intersection of
two images is the minimum of the two gray-scale values
for each pixel. An elementary SE is an approximation of a
disk with radius 1. In practice, this is the four-neighborhood
or eight-neighborhood of a pixel. However, because these
approximations are nonisotropic, the resulting geodesic dila-
tion of size d is nonisotropic as well. Indeed, when using a
four-neighborhood, the geodesic distance between two pixels
would be limited to d in horizontal and vertical directions, but to√

2/2 · d(< d) in the diagonal direction. Similarly, when using
an eight-neighborhood, the diagonal distance would be lim-
ited to

√
2 · d(> d). To give the partial reconstruction a more

isotropic behavior, we implement the geodesic dilation with an
eight-neighborhood SE, but also limit the Euclidean distance to
d. This can easily be achieved by dilating the opening with a
disk-shaped SE with radius d followed by the intersection with

the original image. This result can then be used in the geodesic
dilation as the mask instead of the original image.

B. Amount of Reconstruction

Fig. 12 shows a closing and a number of partial reconstruc-
tions with different values of d. For low values of d, corners of
objects are not completely reconstructed. As d increases, more
and more of the corner is reconstructed until it is completely
reconstructed. When d is further increased, the connected ob-
jects start to influence each other. Because the distance between
a corner and the closest not deleted pixel equals (

√
2 − 1) · R

(see Section II-A), partial reconstruction with d>(
√

2−1) · R
completely reconstructs the corners of rectangular objects.
However, objects in realistic remote sensing images are not
perfect rectangles. Therefore, we use partial reconstruction with
d = 2 · (

√
2 − 1) · R.

For the MP based on linear SEs, it is more difficult to decide
on a good value for the amount of reconstruction. The minimal
amount necessary to completely reconstruct a rectangular ob-
ject depends on the linearity of the object and is maximal for
a square object. However, choosing this amount would be too
high for most objects in the image. With linear SEs, rectangular
objects are only deformed when the SE is larger than the length
and smaller than the diagonal. Because, for most objects, the
length and diagonal are of the same order of magnitude, this
deformation is not a big issue. Together with information about
the width of the object, pixels on linear objects are still very
well distinguishable from pixels on square objects. Therefore,
we do not need to do a lot of reconstruction. With linear SEs, the
main goal of the reconstruction would be to reduce the influence
of small obstacles (like cars) which introduce irregularities in
the shape of other objects and to take care of other deviations
from the rectangular shape (e.g., curved roads). We have found
that a value of d = 0.05 · L works good. As not all of these
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Fig. 15. Study Area I: (a) The groundtruth, (b) classification result with only spectral information, and (c) with spectral information and disk- and line-based
MPs, both with partial reconstruction. With only spectral information, there is a lot of confusion between the very dark classes water and shadow and between the
man-made classes (dark roof, road, and other man-made objects). Including the two MPs improves the result substantially. Most of the road network and buildings
are well classified.

effects are linearly dependent on L, it would be interesting to
also investigate nonlinear functions of L.

C. MP With Partial Reconstruction

Fig. 13 shows a number of scales from the disk-based MP
with partial reconstruction. While in the MP with reconstruc-
tion a lot of small objects remain present, this is not the
case with partial reconstruction. Compared to the MP without
reconstruction on the other hand, the shapes of objects are better
preserved with partial reconstruction. Fig. 14 shows a number
of scales from the line-based MP with partial reconstruction.
Here, as well, we see a better preservation of shapes while short
structures are removed.

V. CLASSIFICATION EXPERIMENTS

To test and compare the different methods, we conducted a
number of classification experiments. For these experiments,
we used two different study areas. Both study areas lie in the
neighborhood of Ghent (Belgium). For the first study area, we
use an IKONOS satellite image, whereas for the second study
area, a QuickBird image is used. The classification experiments
are done with a multilayer perceptron (MLP), which is a kind
of neural network. For each classification experiment, we tested
eight different architectures with varying number of hidden
nodes (25, 30, . . ., 60). For each architecture, the MLP was
trained five times with different initial weights. Only the results
with best accuracies are reported. The results of the classifica-
tions will be discussed in the following sections.

A. Study Area I: Watersportbaan

The first study area is located in the city of Ghent (Belgium)
and covers approximately 1.2 km by 1 km. An IKONOS image
acquired on August 5, 2003 is used as well as an extensive
groundtruth with 44 564 training samples and 486 377 evalu-
ation samples. Fig. 15(a) shows this groundtruth.

The first column of Table I shows the producer’s accura-
cies of the classification when only using spectral information

(panchromatic image and four multispectral bands: blue, green,
red, and near-infrared) and the normalized difference vegetation
index (NDVI), which is a derived feature that helps to differen-
tiate between vegetation and nonvegetation. Fig. 15(b) shows
the classified image. We notice a large confusion between the
classes water and shadow (both very dark) and between the
man-made classes (road, dark roof, and other man-made ob-
jects). We will try to improve this result by including the MPs
as extra bands in the classification.

The first MP we include is the one based on disk-shaped SEs.
We use four different scales: R = 5, 10, 15, and 20 for both the
openings and the closings. This makes a total of eight extra
bands. Because an IKONOS image has a resolution of 1 m,
with these four scales, it is possible to differentiate between
objects of 10-, 20-, 30-, and 40-m widths. This is more or less
the range of object sizes present in the image, and it allows one
to differentiate between roads (≈10 m) and larger buildings and
open spaces. We compared the MP with reconstruction, without
reconstruction, and with partial reconstruction. The resulting
accuracies are shown in Table I. Compared to the situation with
only spectral bands, there is a 4%–6% improvement in all three
cases. For the MP without reconstruction, the main improve-
ment lies in the different man-made classes. For example, the
producer accuracy of the dark roof class increases by almost
25%. Also, the confusion between water and shadow decreases.
For the MP with reconstruction, the overall accuracy is a little
bit lower. In this case, however, the water and shadow classes
benefit most. This is quite logical because the water in the
image consists of only very few objects. Consequently, with the
reconstruction, the MP of the water pixels will be very typical.
The accuracies of the man-made classes, on the other hand,
are much lower. The partial reconstruction is a compromise
between reconstruction and no reconstruction. This also shows
in the accuracies, which are comparable with the case of no
reconstruction for man-made objects and a little bit worse for
the shadow and water classes compared to the reconstruction
method.

In this paper, we also introduced the line-based MP. The
classification results based on spectral information and the line-
based MPs for the three different reconstruction scenarios are
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TABLE I
STUDY AREA I: PRODUCER’S ACCURACIES IN PERCENT OF A

CLASSIFICATION WITH THE PANCHROMATIC BAND, FOUR

MULTISPECTRAL BANDS, AND AN NDVI FEATURE BAND (COLUMN 1),
COMPARED TO CLASSIFICATIONS WITH THESE SIX SPECTRAL-BASED

BANDS AND EIGHT ADDITIONAL DISK-BASED MP BANDS WITHOUT

RECONSTRUCTION (COLUMN 2), WITH RECONSTRUCTION (COLUMN 3),
AND WITH PARTIAL RECONSTRUCTION (COLUMN 4)

TABLE II
STUDY AREA I: PRODUCER’S ACCURACIES IN PERCENT FOR

CLASSIFICATIONS WITH SIX SPECTRAL-BASED BANDS AND EIGHT

LINE-BASED MP BANDS. COMPARISON OF THE PERFORMANCE

WHEN USING RECONSTRUCTION, NO RECONSTRUCTION,
AND PARTIAL RECONSTRUCTION

shown in Table II. In this case, we use SE sizes of 33, 65, 97,
and 129 for both openings and closings. This range of scales
allows one to differentiate between very short objects (isolated
houses, < 33 m), larger buildings and open spaces (≈100 m),
and long roads (> 129 m). Again, we see a clear improvement
over the case that uses only spectral information. The results
for the shadow and water classes are quite similar for the three
scenarios and somewhat better than with the disk-based MP
with reconstruction. All the water pixels in the image belong
to very long objects and therefore are well separable from
shadow. The results for the man-made classes are a bit worse
than with the disk-based MP. The directional MP allows one
to differentiate between small buildings and roads. However,
larger buildings and building blocks are easily confused with
short and curved roads. The results for the man-made classes
for the MP with reconstruction are again substantially worse
than without reconstruction. The partial reconstruction seems
again a good compromise.

Finally, we also include both the disk-based and the line-
based MP in the classification process. In this case, we have
six spectral bands, eight disk-based MP bands, and eight

TABLE III
STUDY AREA I: PRODUCER’S ACCURACIES IN PERCENT FOR

CLASSIFICATIONS WITH SIX SPECTRAL-BASED BANDS, EIGHT

DISK-BASED MP BANDS, AND EIGHT LINE-BASED MP BANDS

Fig. 16. Details of Study Area I: Comparison of classifications (a) with only
spectral information, (b) with spectral information and a disk-based MP or
(c) a directional MP, or (d) with both. With the disk-based MP, confusion
remains between small roofs and roads. With the directional MP, larger roofs
and curved roads are confused. Combining both disk-based and directional MPs
allows one to differentiate between almost all roads and all roofs.

directional MP bands. Table III contains the results of the
classification. There is a substantial improvement of the overall
accuracy over the classifications with only the disk-based or
line-based MP. However, when using reconstruction, the ac-
curacy improves only very little and is comparatively much
lesser than without reconstruction. This confirms our hypoth-
esis that the reconstruction process is very much influenced
by some large objects in the image. Therefore, the line-based
MP and disk-based MP with reconstruction contain much the
same information. Fig. 15(c) shows the classification result
with spectral information and the two MPs with partial re-
construction. Most of the road network and buildings are well
classified.

Fig. 16 shows the comparison between the classifications
with disk-based MP, directional MP, or both on some details
of the study area. With only spectral information, there is a
lot of confusion between water and shadow and between the
different man-made classes. When adding the disk-based MP,
we see a clear improvement. Most of the water and shadow
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Fig. 17. Study Area II: (a) The QuickBird panchromatic image, (b) the groundtruth, (c) a classification result with only spectral information, and (d) a
classification result with spectral information, a disk-based MP, and a line-based MP, both with partial reconstruction. (a) Panchromatic QuickBird image.
(b) Groundtruth. (c) Spectral classification. (d) Spectral + disk- and line-based MPs.

TABLE IV
STUDY AREA II: PRODUCER’S ACCURACIES IN PERCENT OF A

CLASSIFICATION WITH THE PANCHROMATIC BAND, FOUR

MULTISPECTRAL BANDS AND AN NDVI FEATURE BAND (COLUMN 1),
COMPARED TO CLASSIFICATIONS WITH THESE SIX SPECTRAL-BASED

BANDS, EIGHT DISK-BASED MP BANDS, AND EIGHT DIRECTIONAL

MP BANDS WITHOUT RECONSTRUCTION (COLUMN 2),
WITH RECONSTRUCTION (COLUMN 3), AND WITH

PARTIAL RECONSTRUCTION (COLUMN 4)

are now well classified, and the road and building classes are
also better distinguished. The small buildings in the top row
are, however, still easily confused with the road class. When
replacing the disk-based MP with the directional MP, this
last confusion decreases. On the other hand, since the image
contains a lot of larger buildings, the roads are now confused
with those buildings. In particular, a lot of the curved roads
are misclassified, as they will seem to have a smaller length
than straight roads. When using both disk-based and directional
MPs, we are able to distinguish roads from both small and large
buildings.

B. Study Area II: Sint-Denijs-Westrem

The second study area is located in Sint-Denijs-Westrem near
Ghent (Belgium). The classification is based on a QuickBird
image. We used 37 911 training samples and 807 100 evaluation
samples. Fig. 17(a) and (b) shows the panchromatic image and
the groundtruth, respectively.

The first column of Table IV shows the classification ac-
curacies when only using spectral information, whereas the
classified image is in Fig. 17(c). Columns 2–4 of Table IV
show the accuracies when including both disk-based and line-
based MPs. Although the resolution of a QuickBird image is a
bit higher (70 cm) than that of an IKONOS image, we use the
same scales as for Study Area I. The objects in Study Area II

are generally smaller than those in Study Area I, which justifies
this choice. For the case without reconstruction and the case
with partial reconstruction, we see a substantial improvement
of the classification result, particularly for the classes road
and roof. However, with reconstruction, the accuracy is much
lower. The partial reconstruction performs marginally better
than no reconstruction. Fig. 17(d) shows the classification
result with spectral information and both MPs with partial
reconstruction.

VI. CONCLUSION

Past research has showed promising results for including
geometrical information in the classification process using
mathematical morphology. Previous methods use an MP based
on disk-shaped SEs. In this paper, we introduced an MP based
on linear shaped SEs. Our results show substantial improve-
ment in classification when combined with the disk-based MP.
With only one MP, we have six spectral features and eight
spatial features. With two MPs, as proposed here, we have 16
spatial features. While we see a clear improvement of the clas-
sification, this increase in dimensionality might have a negative
influence on the classification algorithm, particularly because
the amount of information in the 16 spatial feature bands is
rather limited and the different scales are highly correlated.
Possibly, even better results could be achieved when using a
feature extraction algorithm [13], [22] prior to classification.
Because the different types of information lead to better results
on some classes and worse on others, hierarchical classification
[6] or decision fusion [23], [24] could also further improve the
results.

In this paper, we also addressed the problem of over-
reconstruction. Because of its ability to preserve the shape
of objects, it has become standard practice to use mor-
phological reconstruction. However, we show that this leads
to over-reconstruction with possibly decreased classification
performances as a result. A new method called “partial recon-
struction” is proposed, which is able to overcome the problem
of over-reconstruction and to still preserve the shapes of objects
as much as possible. Classification experiments have shown
a large increase in classification performance when not using
reconstruction. With partial reconstruction, the classification is
further improved.
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